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Preliminary

• Problem Analysis
• Black-box optimization
• All hyperparameters are numerical
• The ground truth is continuous and
stable



Bayesian Optimization (BO)

• Configuration – A choice of hyperparameters from their value ranges
• Observations – The collection of configurations and their performance
• Pipeline
• Fit a probabilistic surrogate
model based on observations
• Choose the next configuration to
evaluate based on the surrogate
• Evaluate the configuration
• Augment the observations

Image: F., Hutter et al. Sequential Model-Based Optimization for General Algorithm Configuration, 2011



BO Components

• Surrogate – Gaussian Process (GP)

• The posterior given 𝑥∗ is a normal
distribution,



BO Components

• Acquisition Function – Expected Improvement (EI)

𝐸 𝑥 = 𝐸[𝑚𝑎𝑥(𝑓"#$ − 𝑓(𝑥), 0)]

Image: https://zhuanlan.zhihu.com/p/143108146



BO Components

• Acquisition Optimizer – L-BFGS-B with local and random start
• L-BFGS-B – A well-known quasi-Newton algorithm for optimization
• Initial points – Select 10 start points with the best EI value via:

• Monte Carlo sampling from the entire space
• One-step mutation from the best observed configurations



Summary

• Algorithm: Bayesian Optimization
• Surrogate: Gaussian Process
• Acquisition Function: EI
• Acquisition Optimizer: L-BFGS with local and random start



Final

• Less evaluation budget
• Multi-fidelity results with confidence bounds
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Combine with BO

• At the 7-th iteration, early-stop a configuration if it is worse than
half of the observed configurations

• Impute the early-stopped configuration with the median of
observed performance



Conclusion

• The preliminary solution has already been integrated into OpenBox
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